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Abstract

Persistence of economic shocks is commonly treated as deviations from rational

expectations attributed to frictions like information rigidity or noisy information. This

paper shows that there is persistence even without these information frictions. In the

presence of uncertainty about the future, optimal forecasts place a positive weight on

past predictions about the same event. The overall weight on the past prediction varies

markedly over time and has an inverse relationship with the magnitude of shocks as

the larger revisions after large shocks reduce the weight. Empirical estimates show

that agents put a significant weight on previous prediction of inflation and output

and a substantial part of the weight and hence persistence cannot be attributed to

information frictions.
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1 Introduction

There is ample evidence that economic shocks are persistent.1 The literature on informa-

tion frictions argues that under rational expectations with full information about the past

and present (FIRE), agents immediately and fully adjust their expectations after shocks.

Persistence is then interpreted as a deviation from rational expectations or full information,

which has led to a wealth of models on the cause of these deviations.2 This paper shows

that uncertainty about the future leads to persistence even under FIRE. In the presence of

uncertainty, optimal predictions place a positive weight on previous predictions. This im-

plies that in addition to the well established persistence due to deviations from FIRE, there

is also persistence without deviations from FIRE due to the optimal forecasting behavior in

the presence of uncertainty about the future.3 This result has important implication for the

dynamic stochastic general equilibrium (DSGE) models. Specifically, it makes classical real

business cycle models much more similar to new Keynesian models as the rational expectation

forecasting behavior of agents can lead to a persistence of transitory shocks in both.

This paper introduces an estimation approach to measure the overall weight on the pre-

vious prediction which includes three components: the first component is due to optimal

forecasting behavior under FIRE that causes more persistence of economic shocks, the sec-

ond one is due to information frictions and also causes more persistence of economic shocks

and the third component is due to the persistence of the underlying variable which does not

cause more persistence of economic shocks. Utilizing the Survey of Professional Forecasters

1E.g. Brunner et al. (1980), Diebold and Rudebusch (1989), Clarida et al. (1999), Galı and Gertler (1999),

Christiano et al. (2005)
2E.g. see Calvo (1983) or Mankiw and Reis (2002) for rigidity and Lucas Jr (1972), Kydland and Prescott

(1982), Woodford (2001), Sims (2003) or Coibion and Gorodnichenko (2015) for noisy information type

models.
3The empirical literature on deviations includes for example Coibion and Gorodnichenko (2015), Dräger

and Lamla (2012), Andrade and Le Bihan (2013), An et al. (2017), Khan and Zhu (2006), Milani (2007),

Döpke et al. (2008), Klenow and Malin (2010) or Nakamura and Steinsson (2013)
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(SPF) from the Federal Reserve Bank of Philadelphia and the Federal Reserve’s Greenbook

forecasts, the weight on the past prediction is significant for GDP and inflation for both data

sets.4

Having newly estimated the overall weight immediately raises the question about decom-

posing the overall weight. Under rational expectations, agents want to minimize the variance

of the prediction error and they weight the old prediction and the prediction implied by new

information according the inverse of their respective prediction error variances (e.g. see Bates

and Granger (1969)). While the ex post variances are typically unknown to the agents when

making their prediction, they can be readily calculated ex post and used to construct the ex

post optimal weights. One can then compare the optimal weights to the actual weights and

the share of the estimated weight explained by the ex post optimal weight then measures

the share of the persistence which exists even without information frictions. Aside from the

CPI predictions in the SPF, the information frictions appear to be minimal and in most

cases small, relative to the overall weight on the past prediction.5 This implies that sub-

stantial persistence also exists under FIRE and is due to optimal forecasting behavior under

uncertainty about the future.

While frictions do not appear to be the main driver of the weight in most cases for the

overall sample, they might still be important for certain sub-periods. The weights depend on

the variances of the expected prediction errors, which in turn are known to vary over time

(e.g. Zarnowitz and Lambros (1987), Lahiri and Sheng (2010) or Jurado et al. (2015)). Using

rolling window regressions, it is shown that this variation over time leads to a distinct pattern

in the overall weights as they tend to become smaller during recessions and larger outside

recessions for GDP predictions. The typical swing in the weights is large at around 0.4 for

GDP. Both the estimated weights and the ex post optimal weights follow this cyclical pattern

closely, but there are also clear differences between the two. However, these differences

4The traditional Greenbook has been merged into the Tealbook.
5For the CPI predictions in the SPF, around 60% of the overall weight is explained by information frictions.
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cannot automatically be attributed to information frictions. Agents do not have access to

the ex post optimal weights when they make predictions and need to estimate them. The

estimated weights in turn are typically not observed and so it is not possible to distinguish,

whether the observed differences between the estimated and ex post optimal weights are due

to information frictions or due to agents making prediction errors. The former would imply

deviations from FIRE, while the latter is consistent with optimal behavior under uncertainty.

Given the cyclical patterns in the weights, one might wonder, how agents are able to

accurately estimate the large shifts in the ex post optimal weights. Specifically, agents

could actively change their forecasting behavior and update their predictions more often as

suggested in Baker et al. (2018) for example, or putting a larger weight on new information

leading to larger revisions. Alternatively, one could hypothesize that no active changes are

necessary and the larger shocks automatically lead to the lower weight on the past prediction.

In order to test this, it is checked whether the cycles are also apparent in a simple auto-

regressive model and whether forecasters revise their predictions more often in periods where

the weight on the past prediction is smaller. Based on the Wall Street Journal Survey,

only around 10% of forecasters leave their prediction unchanged from month to month and

while there might be a very weak cyclical pattern, the month to month variations make it

difficult to identify. At the same time, the cyclical pattern is clearly visible in the simple

auto-regressive model. Both findings together suggest that while agents might adjust their

prediction behavior, a cyclical pattern arises even without changes to the forecasting behavior.

The remainder of the paper is structured as follows: The next section presents the econo-

metric model followed by the data utilized in the paper. Next, the models are applied to

the SPF forecasts and the forecasts in the Greenbook of the Federal Reserve for output and

inflation over the entire sample. The next section looks at the time varying behavior of the

weights and the last section concludes.

4



2 Econometric Model

Assume that agents have access to all past realizations of an underlying variable At, meaning

there is full information about the past. Similar to the noisy information model, it is assumed

that agents continuously update their predictions based on the information they receive.

Further assume, that At is auto-correlated of the form

At = ψ + φAt−1 + ηt (1)

where ηt is independent from ηt−k ∀k > 0 and φ ∈ [0, 1]. Without any signal, the best

possible prediction in period t− 1 for period t is

Ft,t−1 = ψ + φAt−1 (2)

with the prediction error ηt. Now assume that agents receive a noisy signal about ηt every

period xt,t−h = ηt + νt,t−h, where νt,t−h is independent across both t and h.6 An intuitive

example of how these expectations are formed is as follows: Assume a forecaster predicts

inflation. Further assume that the auto-correlation implies that inflation for the next period

is 3%. In addition, the forecaster has learned that there are currently tensions in the middle

east which are likely to increase inflation next period. This causes the forecast to become

3.5% for example, as this information is not included in the forecast based exclusively on the

auto-correlation. This is also consistent with the well known fact that survey expectations

outperform auto-regressive models at least at the short horizon (e.g. see Ang et al. (2007),

or survey predictions around the 2020 pandemic).

Based on the series of independent signals, agents create a prediction for ηt denoted η̂t,t−h

made in period t−h. Denote εt,t−h the error of this prediction, meaning that η̂t,t−h = ηt+εt,t−h,

which is based on the optimally weighted average between the past prediction with error

εt,t−h−1 and the new signal xt,t−h. The forecast made in period t − 1 for period t then

6Note that this setup encompasses the case where the signal is about At instead of just ηt, as any such

signal could be decomposed into the already known auto-correlation part and the new information about ηt.
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becomes

Ft,t−1 = ψ + φAt−1 + ηt + εt,t−1 = At + εt,t−1 (3)

More generally, the prediction made in period t− 1− h for h ≥ 0 is

Ft,t−1−h = ψ + φFt−1,t−1−h + ηt + εt,t−1−h = At +
h∑
k=0

φkεt−k,t−1−h = At + ε∗t,t−1−h (4)

Note that Ft−1,t−1 = At−1 in the case of h = 0. Denote γ ∈ [0, 1] the optimal weight on the

past prediction of ηt.
7 Hence

η̂t,t−h = γη̂t,t−h−1 + (1− γ)xt,t−h (5)

where η̂t,t−h is the prediction of ηt made in period t − h. Subtracting the actual ηt, one

obtains

εt,t−h = γεt,t−h−1 + (1− γ)νt,t−h (6)

One important property of this setup is that it generates a channel separate from the auto-

correlation through which the prediction errors are correlated across time for the same event

if γ > 0. One way to see this is to remove the auto-correlation by setting φ = 0. Then the

forecast error for the prediction made in period t − 1 − h simplifies to ε∗t,t−1−h = εt,t−1−h,

which depends on earlier forecast errors made for the same period t through equation 6.

In the typical rational expectations setting (e.g. a dynamic stochastic general equilibrium

(DSGE) model), it is assumed that γ = 0 due to FIRE and there is no persistence, while

frictions cause γ > 0 and persistence (e.g. Mankiw and Reis (2002), Sims (2003) or Coibion

and Gorodnichenko (2015)). The assumption follows from the argument that rational agents

update their expectations after a shock and should not put any weight on the predictions that

did not include the shock. However, this assumption is not generally consistent with rational

expectations, as setting γ = 0 does not always minimize the prediction error. Specifically, γ =

0 only minimizes the prediction error provided that the expected prediction error variance of

7While γ is assumed to be time t−h and horizon h specific, the subscripts are dropped here for readability.
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new information Eσ2
νt,t−h

= 0, meaning that if agents anticipate that the new information they

receive is noisy, they should not base their new prediction exclusively on the new information.

Theorem 2.1. Provided σ2
νt,t−h

> 0, predictions of rational agents satisfy γ > 0.

Proof. If agents are rational, they minimize the (expected) prediction error and predictions

are unbiased. Now suppose γ = 0 was optimal. In that case, η̂t,t−h = xt,t−h and the

prediction error εt,t−h simplifies to νt,t−h with variance σ2
νt,t−h

> 0. While agents do not know

the prediction error or variance ex ante, they form unbiased expectations for both, meaning

that Eσ2
νt,t−h

> 0 as well. Given the independence assumption between νt,t−h and εt,t−h−1

and γ = 0, agents have access to η̂t,t−h−l, a prediction for ηt that is independent from η̂t,t−h.

The second forecast η̂t,t−h−l has the prediction error εt,t−h−1 and error variance σ2
εt,t−h−1

> 0

with the unbiased expected variance Eσ2
εt,t−h−1

> 0. Now consider the alternative prediction

η̂∗t,t−h =
Eσ2

εt,t−h−1

Eσ2
νt,t−h

+ Eσ2
εt,t−h−1

xt,t−h +
Eσ2

νt,t−h

Eσ2
νt,t−h

+ Eσ2
εt,t−h−1

η̂t,t−h−l

which uses the Bates and Granger (1969) inverse variance weights that are optimal for two

independent predictions. If γ = 0 was optimal, η̂t,t−h should have a lower expected error

variance than η̂∗t,t−h. The expected prediction error variance of η̂∗t,t−h is

Eσ2
εt,t−h

=
Eσ2

εt,t−h−1
Eσ2

νt,t−h

Eσ2
νt,t−h

+ Eσ2
εt,t−h−1

<
Eσ2

εt,t−h−1
Eσ2

νt,t−h
+ (Eσ2

νt,t−h
)2

Eσ2
νt,t−h

+ Eσ2
εt,t−h−1

= Eσ2
νt,t−h

Hence there is a contradiction and rational agents satisfy γ > 0 as the optimal inverse variance

weights are always positive.

As shown in Theorem 2.1, rational agents generally put a positive weight on their past

prediction. This result implies that the requirement for transitory shocks to become persistent

(γ > 0) is satisfied even under FIRE. This effect has previously been ignored in typical DSGE

models and as a result, there is the distinction between classical real business cycle models

without frictions and no persistence of transitory shocks and the new Keynesian models that

include frictions and have persistent transitory shocks. Theorem 2.1 can help bridge this gap
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as it shows that there is some persistence even without deviations from FIRE. Indeed, as the

estimates below show (e.g. Table 4), most of the persistence is driven by optimal forecasting

behavior and not frictions.

Based on Theorem 2.1, the rational expectations (optimal Bates and Granger (1969))

weight on the past prediction in period t− h for horizon h is

γ =
Eσ2

νt,t−h

Eσ2
νt,t−h

+ Eσ2
εt,t−h−1

(7)

Intuitively, the weight on the past prediction is larger, the higher the ex ante uncertainty

of new information obtained since the previous prediction. Similarly, the weight becomes

smaller, the lower the ex ante uncertainty of the previous prediction.

As shown in Coibion and Gorodnichenko (2015) for example, there is evidence of devia-

tions from FIRE in the form of information frictions that cause agents to put a higher than

optimal weight on the past prediction. Due to the auto-correlation, there are three separate

ways how the information friction can enter this model: First, agents could put an additional

weight on the past prediction. This could be due to agents infrequently updating their pre-

diction consistent with the Mankiw and Reis (2002) or Calvo (1983) setting. Second, agents

could put a higher than optimal weight on the auto-regressive term in their prediction and

third, agents could put a higher than optimal weight on the past signals. There are two main

reasons, why the third case is utilized here: First, this leads to a tractable solution which

can extract both γ and the friction coefficient. Second, in the data sets used here, forecasters

change their predictions essentially every period making infrequent updating not very likely.8

Empirical evidence in support of this choice is provided in Section 4.2.

Assume that the agent puts an additional weight of λ on the old prediction of η̂t,t−h−1

8The only exception are the CPI prediction in the SPF, where 20% of the forecasters keep the prediction

unchanged.
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and 1− λ on the rational expectations forecast.9 The γ from equation 7 then changes to

γ =
Eσ2

νt,t−h
+ λEσ2

εt,t−h−1

Eσ2
εt,t−h−1

+ Eσ2
νt,t−h

(8)

A derivation of this expression can be found in the appendix. Note that λ can be estimated

separately as in Coibion and Gorodnichenko (2015) for example. However, while estimating λ

can determine whether there are deviations from FIRE, λ by itself does not generally provide

information about what drives the persistence. Unless Eσ2
νt,t−h

= 0, the persistence due to

λ depends on
Eσ2

εt,t−h−1

Eσ2
εt,t−h−1

+Eσ2
νt,t−h

. In order to determine whether the weights and hence the

persistence is mainly driven by the deviations of FIRE or are affected at least economically

significanty, it is thus necessary to measure
λEσ2

εt,t−h−1

Eσ2
εt,t−h−1

+Eσ2
νt,t−h

and not just λ.

Having shown that there is persistence even under FIRE begs the question as to what

data generating process (DGP) is consistent with this model. For example, an AR(1) model

with unpredictable innovations would not be consistent with this model as agents do not

receive independent signals. One DGP that is consistent with the model could similar to the

setup by Kydland and Prescott (1982), who assume that agents cannot distinguish transitory

and permanent shocks, but modified such that agents know everything about the present and

only have uncertainty about the future. Specifically, one could assume that future shocks can

either be correlated with all previous shocks or not. One can further assume that if the shocks

were correlated often in the recent past, the future shock is less likely to be correlated with

past shocks and conversely if the shocks were correlated with past shocks less often, the future

shock is more likely to be correlated with all past shocks. Under rational expectation, agents

predict that future shocks are always somewhat correlated with previous shocks, meaning

they put a non-zero weight on all previous shocks. As a result, a transitory shock will have a

persistent effect in the predictions of future periods because there is a chance that the future

shock is correlated with the transitory shock.10 The well documented information frictions

9As in the case of γ, the λ can vary across time and horizon but the subscripts are omitted to improve

readability.
10In this setup, there are no strictly transitory shocks because there must be a correlated shock at some
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can further increase the persistence of this simple model.

3 Data

Two data sets are utilized to measure the weight on old information an to see how it evolves

over time. Since the model is defined for a single agent, the baseline results use the Greenbook

(now Tealbook) forecasts from the Federal Reserve are prepared by the staff for every FOMC

meeting. These forecasts are made available with a five year delay but are available for a

number of variables for every meeting. Because the forecasts are for variables at a quarterly

frequency, the weight cannot easily be estimated at a higher frequency. As a result, only the

forecasts of the first meeting in a quarter are utilized.

The weight based on the mean prediction in the Survey of Professional Forecasters (SPF)

is presented as a comparison. This survey does not have any delayed publication and allows

to obtain a more real-time weight. However, as the predictions are the averages of a set of

forecasters, this average is treated as if it was the forecast of a single forecaster. As shown in

Mankiw and Reis (2002), the average forecast of a survey might be affected by (information)

rigidity. Specifically, agents might not update their forecasts every period leading to a higher

than optimal weight on the old prediction. As the Greenbook forecasts are newly prepared

for every FOMC meeting, they should not be affected by this issue (e.g. see Messina et al.

(2015)). This allows to compare the excess weights on old information of the two datasets.

Both datasets start in the late 1960s and the Greenbook forecasts sample finishes in Q4 2013,

while the SPF sample goes until Q4 2019.

For the realized value, the first release is used. The results presented here are robust to

using any of the first three releases.

point in the future for the positive weight to be consistent with rational expectations. This can be remedied

by assuming that the correlation is not with all previous periods but a finite subset of them.
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4 Empirical Estimation

Data on the new information xt,t−h is not directly available even ex post and hence the weight

γ cannot be extracted directly from equation 5. It is also not possible to simply regress the

old prediction on the new prediction because the error term would be xt,t−h and hence the

past prediction would be correlated with the error term as both include At. However, with the

independence assumption between the noise of new information νt,t−h and the old prediction

η̂t,t−h−1 mentioned above, one could estimate

εt,t−h = (1− γ)νt,t−h + γεt,t−h−1 (9)

where εj is the prediction error of the corresponding forecast η̂j. Because νt,t−h is independent

from εt,t−h−1, one can then estimate the equation

εt,t−h = γεt,t−h−1 + µt (10)

where µt is the error term. Note that when estimating γ, one needs to take into account that

µt follows an MA(h) as the observations are overlapping. Estimating this equation requires

to obtain εt,t−h and εt,t−h−1 in the first place. Rearranging equation 4, one can obtain

εt,t−h = ε∗t,t−h − φε∗t−1,t−h (11)

meaning that εt,t−h is the corresponding overall prediction error minus φ times the prediction

error of the prediction made in period t − h for period t − 1. Note that estimating this

equation also tests whether there even is a signal. Without any signal, this regression would

return a coefficient equal to one.11

In a first step, equation 9 is estimated for real GDP over the entire sample for both the

Greenbook (GB) and the SPF in order to obtain an estimate for the weight agents put on the

past prediction and hence the persistence of economic shocks. For the more recent forecast,

11This might allow to test, whether forecasters received any signal, which could be compared to other

measures of forecasting ability like Bürgi and Boumans (2020).
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the current quarter forecast is used and for the older forecast, two separate specifications are

estimated. The first one uses the one quarter ahead forecast and the second uses the four

quarter ahead forecasts. The results are presented in Table 1 with Newey-West standard

errors.

Table 1: Overall Weights GDP

Dependent variable:

Error Current Quarter

(1) (2) (3) (4)

GB SPF GB SPF

Error 1Q 0.668∗∗∗ 0.637∗∗∗

(0.050) (0.032)

Error 4Q 0.624∗∗∗ 0.565∗∗∗

(0.059) (0.035)

Constant 0.179 0.225∗∗∗ 0.343∗∗ 0.301∗∗∗

(0.131) (0.084) (0.161) (0.114)

Observations 179 202 154 194

R2 0.657 0.725 0.582 0.623

This table reports the coefficient and Newey-West standard

errors. *, ** and *** imply significantly different from 0 at

10%, 5% and 1% level, respectively.

The forecasts put less weight on the old forecast relative to the new information for

the four quarter ahead forecast on average and hence there is less persistence. The one

quarter ahead forecast includes three more quarters of information than the four quarter

ahead forecast. As a result, the new information received until the current quarter forecast is

less informative for the one quarter ahead forecast and the old forecast has a higher weight.
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Furthermore, there is no statistically significant difference in the weight on old information

between the two surveys. The model predicts a zero constant, which is rejected. These

deviations from rational expectations affect the prediction, but they do not affect the weight

on the past prediction and the persistence. Indeed, omitting the constant leaves the results

and significance essentially unchanged. Additional regressions showing the robustness of

these estimates across types of agents and how the coefficients vary by horizon are shown in

the appendix.

As with output, the regression equation 9 is estimated for both CPI inflation and the

GDP deflator. Table 2 shows the results. The GDP deflator results are very similar to the

GDP results; the SPF and Greenbook forecasts put similar weights on the past prediction

and the weight is very close to the ones for GDP. For the CPI, the results are different. For

the Greenbook forecast, the weight on old information for the CPI is about half of the one

for GDP or the deflator.

4.1 Optimal Weight On Past Predictions

Having established that there is a substantial weight on the past prediction immediately

raises the question, what share of this weight is due to information frictions and what share

would remain even without frictions. While the expected prediction error variances cannot

be directly observed, one can observe the actual prediction error variances ex post. Specif-

ically, σ2
εt,t−h−1

is the variance of the past prediction error and σ2
νt,t−h

, the variance of the

independent new information, can be calculated based on equations 9 and 10 from the error

term. Specifically, it is

σ2
νt,t−h

= var(νt,t−h) = var(µt/(1− γ)) (12)

This variance of the new information is also a new way to estimate the ex post uncertainty

of new information and thus the information flow. The (ex post) prediction uncertainty (e.g.

σ2
εt,t−h−1

) is well established in the literature (e.g. Zarnowitz and Lambros (1987), Lahiri and

13



Table 2: Overall Weights Inflation

Dependent variable:

Error Current Quarter

CPI Deflator

(1) (2) (3) (4) (1) (2) (3) (4)

GB SPF GB SPF GB SPF GB SPF

Error 1Q 0.395∗∗∗ 0.608∗∗∗ 0.552∗∗∗ 0.636∗∗∗

(0.048) (0.028) (0.047) (0.029)

Error 4Q 0.340∗∗∗ 0.555∗∗∗ 0.533∗∗∗ 0.617∗∗∗

(0.040) (0.025) (0.063) (0.031)

Constant −0.055 0.016 −0.035 0.115∗∗∗ −0.066 −0.080 −0.089 −0.103

(0.074) (0.027) (0.082) (0.035) (0.100) (0.064) (0.079) (0.066)

Observations 135 153 132 150 179 202 154 194

R2 0.490 0.872 0.377 0.851 0.452 0.687 0.424 0.662

This table reports the coefficient and Newey-West standard errors. *, ** and *** imply

significantly different from 0 at 10%, 5% and 1% level, respectively.

Sheng (2010) or Jurado et al. (2015)) and measures the uncertainty of a given event. The

uncertainty of new information measures by how accurate the information was over a given

time interval. This has the benefit that unlike the prediction uncertainty, is not influenced

by events prior to the period. For example, the one quarter ahead prediction uncertainty

might be low for a given period because it got reduced dramatically several quarters earlier,

which is not an issue with the uncertainty of new information. As a result, it might be easier

to compare this uncertainty to other uncertainty indices like the VIX or the one proposed

by Baker et al. (2016) or Bürgi and Sinclair (2020). While analyzing and comparing this

uncertainty index is beyond the scope of the paper, a graph of the ex post uncertainty of new

14



information is included in the appendix. It is also important to note, that this uncertainty of

new information based on σ2
νt,t−h

is model specific. This means that two forecasters receiving

the same data might not have the same uncertainty of new information, as they weight the

data they receive differently.

After calculating the two variances, the ex post optimal weight on the past prediction

then becomes

γopt =
σ2
νt,t−h

σ2
νt,t−h

+ σ2
εt,t−h−1

(13)

In the case with an auto-correlated underlying variable, this expression includes the part

of the weight due to said auto-correlation. One can now compare the estimated γ that

potentially contains information frictions to the ex post optimal weight γopt. Before doing

so, it is important to check whether there are statistically significant deviations from FIRE.

Nordhaus (1987) proposed the following two regressions in order to test whether there are

significant deviations from rational expectations:

At − Ft,t−h = α + β(Ft,t−h − Ft,t−h−1) + µt (14)

Ft,t−h − Ft,t−h−1 = α + β(Ft,t−h−1 − Ft,t−h−2) + µt, (15)

In both cases, α = 0 implies that the forecasts are unbiased and β = 0 implies that the

correct weight is put on the past prediction. Coibion and Gorodnichenko (2015) in turn

showed that the β coefficient in Equation 14 is equal to λ
1−λ and allows to easily measure

λ.12 Also, both tests for deviations from the optimal weights ignore periods where the

forecasts for both horizons are identical. As a result, they cannot identify Mankiw and Reis

(2002) type rigidity due to leaving forecasts unchanged at the individual level. In order to

get around this issue, Coibion and Gorodnichenko (2015) proposed to average individual

forecasts across agents, while Bürgi (2016) proposed to instrument the individual forecasts

12Note that the λ obtained through estimating Equation 14 is numerically identical to the λ obtained by

estimating γ and rearranging Equation 8 when using the ex post variances. A derivation of this is provided

in the appendix.
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utilizing the average forecast. As the mean SPF prediction is utilized here, this should not

be an issue and the Greenbook results do not appear to be much affected by this either. In

order to estimate these equations based on the model in the present paper, it is necessary

to replace Fj by η̂j and At by ηt. Table 3 shows the regression coefficients. The regressions

show that forecasters put significantly too high a weight on the past prediction for the one

quarter GDP predictions in the SPF and the CPI predictions in the SPF. The λ implied by

these estimates are λ = β
1+β

and they are all sizable at 0.271 for GDP, 0.885 for the one

quarter CPI prediction and 0.765 for the four quarter CPI prediction. Conversely, a negative

and significant coefficient is observed for the GDP deflator in the Greenbook.

Table 3: Estimate of λ
1−λ

One Quarter α β Four Quarters α β

GDP GB -0.034 -0.032 GDP GB -0.132 -0.107

(0.162) (0.143) (0.145) (0.129)

GDP SPF -0.16 0.271** GDP SPF -0.12 0.138

(0.146) (0.128) (0.133) (0.114)

CPI GB 0.082 0.145 CPI GB 0.054 0.053

(0.101) (0.094) (0.101) (0.132)

CPI SPF 0.013 0.885*** CPI SPF -0.133* 0.765***

(0.062) (0.165) (0.077) (0.139)

DEF GB -0.001 -0.214** DEF GB 0.066 -0.228***

(0.105) (0.089) (0.08 ) (0.068)

DEF SPF 0.102 0.147 DEF SPF 0.13 0.122

(0.086) (0.103) (0.084) (0.096)

This table reports the coefficient and Newey-West standard errors in brackets

for the regression −εt,t−h = α+ β(εt,t−h − ε∗t,t−h−1) + µt. *, ** and *** imply

significantly different from 0 at the 10%, 5% and 1% level, respectively.
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In order to see, how these significant deviations relate to the overall weight on the past

prediction, it is necessary to calculate what share of the overall weight these λs imply. One

way to do so is to compare the estimated γ that potentially contains information frictions

to the ex post optimal weight γopt. Note that because the estimated γ uses the expected

variances and γopt uses the ex post realized variances, one would expect that there are small

differences between the two.

Table 4: Share of Weight on Old Prediction (γ) Explained by Optimal Weight (γopt)

1 Quarter 4 Quarters

(1) (2) (1) (2)

GB SPF GB SPF

GDP 1.016 0.846 1.064 0.894

CPI 0.777 0.429 0.897 0.386

Deflator 1.174 0.916 1.199 0.924

As Table 4 shows, γopt makes up more than three quarters of γ with the exception of

the CPI prediction in the SPF. For CPI inflation, λ accounts for around 60% of the weight,

implying that the weight without friction is still substantial. As a result, information frictions

are not generally the main driver of the weight on past information. Overall, the results

presented so far have three important implications: First, there are deviations from rational

expectations and they cause a positive weight on the past prediction which is economically

meaningful. Second, even without these deviations, there is a substantial weight on the past

prediction. Third, the part of the weight on the past prediction due to rational expectations

is in most cases larger than the part due to deviations from rational expectations.

4.2 What Causes The Excess Weight

In section 2, it is assumed that if agents deviate from rational expectations, they neither put

an additional overall weight on previous predictions, nor put a higher than optimal weight
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on the auto-regressive term. Instead, it is assumed that agents put a higher than optimal

weight on previous signals. This section aims to provide some empirical evidence in support

of this assumption. Consider the following modified equation 11

ε∗t,t−h = εt,t−h + θε∗t−1,t−h + λallε
∗
t,t−h−1 (16)

Where εt,t−h is the weighted average of the signal noise with a potentially larger than optimal

weight on past signals, θε∗t−1,t−h is the auto-correlation term where θ > φ if agents put a

higher than optimal weight on this term, and λallε
∗
t,t−h−1 captures any additional overall

weight placed on the previous prediction. This equation hence includes all three types of

deviations discussed in section 2. While all the variables denoted with a ∗ are known, εt,t−h

is not and is correlated with ε∗t,t−h−1. As a result, estimating this equation with all known

variables leads to biased estimates.13

Instead, one can estimate

ε∗t,t−h = α + θε∗t−1,t−h + µt (17)

where µt is the error term that includes εt,t−h+λallε
∗
t,t−h−1 and α should be equal to 0. Under

the hypothesis that there are either no deviations from rational expectations or that the

deviations only come from a higher than optimal weight on the previous signals, λall = 0 and

θ = φ. If instead, agents put too high a weight on the auto-correlation term, θ > φ. Similarly,

if agents put too high a weight on the overall past prediction and λall > 0, then ε∗t−1,t−h is

correlated with the error term leading to θ > φ.14 One can thus utilize this regression to

test whether deviations from rational expectations are due to a higher overall weight on past

13As cov(εt,t−h, ε
∗
t,t−h−1) > 0 and cov(ε∗t−1,t−h, ε

∗
t,t−h−1) > 0, one would expect that λ̂all would

be biased upward and θ̂ in turn would be biased downward if the regression was run. Furthermore,

cov(ε∗t−1,t−h, εt,t−h) = 0 as the two errors are for different time periods.
14There is also an additional inefficiency case where θ > φ. Specifically, the prediction error across time

periods could be correlated (i.e. cov(ε∗t−1,t−h, εt,t−h) > 0), which would also constitute a deviation from

rational expectations.
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predictions or due to overestimating the noise in the new information resulting in a higher

than optimal weight on past signals. If the estimated θ is larger than the auto-correlation of

the underlying variable, the assumption made in section 2 about the expectation formation

for the data sets needs to be revised.

Table 5 shows the regression results for the one and four quarter ahead predictions for

GDP. The auto-correlation coefficient for GDP is 0.49, meaning that θ is not larger than

φ. This result is also in line with finding limited evidence of deviations from rational GDP

expectations in Table 3. Comparing the results to the ones obtained there, one notices that

the coefficients for the one quarter ahead predictions in the SPF and the Greenbook are

very similar despite finding deviations from full information rational expectations for the

SPF. This suggests as well, that the deviations are not due to a higher overall weight or

over-weighting the auto-correlation term.

The regressions are repeated for CPI inflation and the deflator and the results reported

in Table 6. For the CPI, there auto-correlation coefficients are 0.602 for the Greenbook

and 0.371 for the SPF. The difference stems from the Greenbook sample starting earlier.15

The auto-correlation coefficient for the deflator is 0.835. As with the GDP results above,

comparing the results here with the ones in Table 3 also suggests that the deviations from

full information rational expectations are not due to over-weighting the auto-correlation term

or the overall past prediction.

The estimated coefficients in Table 6 suggest that there is little evidence that θ > φ or

λall > 0 as the estimated coefficients are not significantly larger than the auto-correlation

of the underlying series. These estimates are thus broadly in line with the assumption on

deviations from rational expectations made in Section 2. In addition, the results presented

in this section provide some evidence against the sticky information model where agents

infrequently update their predictions. This is because the deviations from FIRE identified

15When matching samples are used, both auto-correlation coefficients are around 0.37 and the one quarter

ahead coefficient for the Greenbook becomes significantly larger than φ.
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Table 5: Test For Alternative Deviations From Rational Expectations (GDP)

Dependent variable:

Error 1Q Error 4Q

(1) (2) (3) (4)

GB SPF GB SPF

εt−1,t−1 0.289∗∗∗ 0.273∗∗∗

(0.108) (0.102)

εt−1,t−4 0.363∗∗∗ 0.498∗∗∗

(0.058) (0.078)

Constant −0.196 −0.217 −0.325 −0.436∗∗

(0.208) (0.176) (0.199) (0.195)

Observations 179 202 154 194

R2 0.055 0.041 0.161 0.252

This table reports the coefficient and Newey-West standard errors

in brackets for the regression εt,t−h = α+βεt−1,t−h+µt. *, ** and

*** imply significantly different from 0 at the 10%, 5% and 1%

level, respectively. The AR(1)-coefficient for GDP is 0.490 with a

standard error of 0.091.
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Table 6: Test For Alternative Deviations From Rational Expectations (Inflation)

Dependent variable:

CPI Deflator

Error 1Q Error 4Q Error 1Q Error 4Q

(1) (2) (3) (4) (5) (6) (7) (8)

GB SPF GB SPF GB SPF GB SPF

εt−1,t−1 0.724∗∗∗ 0.439∗∗∗ 0.470∗∗∗ 0.396∗∗∗

(0.159) (0.099) (0.151) (0.148)

εt−1,t−4 0.263∗∗∗ 0.283∗∗∗ 0.678∗∗∗ 0.712∗∗∗

(0.085) (0.086) (0.178) (0.130)

Constant −0.053 −0.162 −0.070 −0.365∗∗ 0.077 −0.053 0.011 −0.040

(0.159) (0.124) (0.183) (0.158) (0.120) (0.128) (0.089) (0.120)

Observations 135 153 132 150 179 202 154 194

R2 0.144 0.076 0.071 0.077 0.138 0.093 0.348 0.416

This table reports the coefficient and Newey-West standard errors in brackets for the regres-

sion εt,t−h = α + βεt−1,t−h + µt. *, ** and *** imply significantly different from 0 at the

10%, 5% and 1% level, respectively. The AR(1)-coefficient for the deflator is 0.8347 with a

standard error of 0.0513. The AR(1)-coefficients for the CPI are 0.602 and 0.3712 for the

Greenbook and the SPF, respectively, each with a standard error of 0.102 and 0.0725.
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in Table 3 do not correspond to a higher than optimal weight on the auto-correlation term.

Also, the weight on the auto-correlation term does not appear greater for predictions with

deviations from FIRE relative to predictions that are in line with FIRE.

5 Variation over time

The weight on the old prediction is directly linked to the (expected) variances of the prediction

error (uncertainty). The uncertainty is well known to vary over time, which results in the

weights varying over time as well.16 As a result one might be interested to know how well

forecasters are tracking this natural fluctuation in the optimal weights. Also, tracking the

weights over time allows to determine how the overall weights and the part of the weight due

to information frictions evolve over time. For example, it could be the information frictions

are only affecting a small part of the sample. In order to estimate time varying weights, a

20 quarter rolling window regression is estimated with OLS and the 95% confidence intervals

in the graphs use Newey-West standard errors. Aside from the rolling window, the setup is

the same as for Table 1. The regression coefficient γ for the one quarter ahead Greenbook

forecasts is then plotted in Figure 1 together with shadings for the National Bureau of

Economic Research (NBER) recessions.

The graph shows large cyclical swings in the weights over time. These swings are largely

driven by the uncertainty of the previous prediction and new information (see Equations 7

and 13 above or the appendix on the uncertainty of new information). When the weight

is high, the uncertainty of new information is relatively high and the uncertainty of old

information relatively low and the opposite is the case when the weight is low. One exception

to this is around the early 80s, when the weights essentially reach one, which is caused by

the uncertainty of new information increasing to extraordinarily high levels. As high ex

post uncertainty also implies larger shocks on average, this suggests that the weight on old

16See for example Zarnowitz and Lambros (1987), Lahiri and Sheng (2010) or Jurado et al. (2015)
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Figure 1: Real GDP Weight on the Old Forecast (γ) vs Optimal Greenbook

information is inversely related to the magnitude of the shocks. As a result, the weight after

smaller shocks is larger than the estimates in Table 1 and above 0.7, but the weight after

larger shocks might be closer to 0.4-0.5.

The figure also shows the ex post optimal weight γopt. A comparison of the optimal weight

to the actual weight γ shows that the two are relatively similar. Specifically, the actual weight

is able to capture the large swings in the optimal weight quite well. While the Greenbook

forecasts sometimes put too much and sometimes too little weight on the past forecasts for

even extended periods, these deviations are small relative to the large swings of the optimal

weights and typically within the 95% confidence intervals. The only exception is the period

at the beginning of the sample, where the difference is statistically significant.

Figure 2 uses the same setup as Figure 1 but uses the four quarter ahead prediction
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instead. One can notice that the cycles at the different horizons are very similar. Specifically,

in periods when the weight is high, there is little difference between the weights for the one

or four quarter ahead prediction and both are around 0.8. However, in the periods when the

weight is low, there is less weight placed on the four quarter ahead forecast (0.3-0.4) than

the one quarter ahead forecast (0.4-0.6). For the shorter four quarter ahead sample, the ex

post optimal weight is also almost always within two standard deviations of the estimated γ.

Figure 2: Real GDP Weight on the Old Forecast (γ) vs Optimal Greenbook

Because there is an increase in the weight before recessions, one might think that it could

be used as a predictor as well. However, there are two drawbacks to this. First, the weight

on old information can only be estimated ex post, once the realized GDP growth is known.

As realized GDP data is released with a significant lag, this is a limiting factor on how timely

this indicator would be. Second, the 20 quarter window length might influence this finding.

While the former issue is not easily resolved, it is possible to alter the window length to check
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whether the pattern is a statistical artifact or not. Figure 3 presents a comparison of the 20

quarter rolling window and a much shorter eight quarter rolling window estimation of the

actual weight on old information.

Figure 3: Real GDP Weight on the Old Forecast (γ) Greenbook 20 Quarters vs. 8 Quarters

The comparison of the shorter and longer estimation windows shows that there is not

always a dramatic increase of the weight on old information before recessions for both window

lengths. In particular, there was no dramatic increase before the 2008 or the 90s recessions

for the eight quarter window but there were clear increases before the 80s and 2000 recessions.

There is still a dramatic decrease in the weight once a recession starts which is included for

the next few quarters in the rolling regression.

Next, the weight on old information for the one quarter ahead SPF real GDP forecasts

are presented in Figure 4.

The pattern for SPF is very similar to the one for the Greenbook in Figure 1. The cycles

are almost identical and the general pattern is similar with the main difference before the
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Figure 4: Real GDP Weight on the Old Forecast (γ) vs Optimal SPF

mid 80s. There is also some difference in levels for the two series. In the early 90s, the SPF

had a much higher weight than the Greenbook. Also, since the SPF does not have the five

year lag, it is possible to cover more recent periods as well. In the most recent years, the

weight on the old prediction picked up significantly again. Comparing the optimal and actual

weight on the old forecast for the SPF, the two are again fairly close to each other (except

for the very beginning of the sample). The large swings in the optimal weights are again

captured by the actual weights.

5.1 Inflation

As the above results show large deviations for the CPI, this is the focus of this section and the

graphs for the deflator are omitted. The pattern of the CPI weights is analyzed graphically
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across time. As with GDP, a rolling 20 quarter regression is run and Newey-West confidence

intervals are shown. Unlike recessions for GDP, there are no cyclically higher and lower

periods of inflation. As shown in Figure 5, the weight on old information for Greenbook

forecasts also show less substantial swings, relative to output. While forecasters are able to

track some of the larger movements in the optimal weight, forecasters struggle to get the

exact magnitude right. In the most recent period, forecasters put too high a weight on the

past prediction relative to the ex post optimal weight.

Figure 5: Weight on Old Information CPI Inflation Greenbook

A comparison with the SPF in Figure 6 shows a break in 1996 for the SPF. While the

Greenbook forecasts remain within two standard deviations of the optimal weight, the SPF

puts too much weight on old information and does not reduce it back down. As a result,

the SPF puts a significantly larger than optimal weight on the past prediction since 1996.

Note that already before this break, the SPF puts a higher than optimal weight on the past

prediction, but to a much lesser extent than after. There are several potential explanation
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for the additional persistence observed in inflation forecasts. For example the averaging the

forecast (see Mankiw and Reis (2002), Coibion and Gorodnichenko (2015) or Bürgi (2016) for

a detailed mechanism), or a change in how CPI inflation is predicted after the Boskin et al.

(1996) report. However, determining the exact cause is beyond the scope of this analysis.

The smaller than optimal movements in the weights after 1996 appear to be mainly driven

by the higher than optimal weights. Assuming a constant λ of 0.5 after 1996 matches the

the actual closely.

Figure 6: Weight on Old Information CPI Inflation SPF

Another difference between the two data sources is that while the cycles appear to be

synchronized, their magnitudes are not. For the Greenbook forecasts, the increase in the

optimal weight in the late 90s is much larger than in the mid 2000s. In contrast, the increase

in the mid 2000s for the SPF is the same or higher. The cycles in the weights for the CPI

forecasts appear to coincide with the cycles in the wights for output. Specifically, there are

periods of higher optimal weights on old information in the late 90s, mid 2000s and mid
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2010s that are visible in both variables. However, these cycles are a bit less pronounced for

CPI inflation. For both output and inflation, there is also jump in the weights in 2014, just

after the last available data point for the Greenbook.

5.2 Time Varying Information Frictions

The GDP graphs above showed that particularly the beginning of the sample saw some

periods with significant deviations from the ex post optimal weight γopt while the remainder

of the sample saw little deviations. As a result, one might conclude that the deviations

in the beginning are due to information frictions, which disappear after that period. One

problem with this approach is that the ex post optimal weights might not be an appropriate

approximation of the optimal weights in small samples. As γ is based on the expected

variances, it is conceivable that the period was just a cluster of random prediction errors. One

indicator of this period was special could be that the ex post optimal weights are the lowest

during that period as well. Due to this issue, it is not directly possible to distinguish whether

temporary deviations from the ex post optimal weights are due to information frictions or

due to prediction errors. The exception to this are the CPI graphs from the SPF above as

the differences are apparent throughout almost the entire sample. At least for the CPI, it can

thus be concluded that the differences are likely due to deviations from rational expectations

in the form of information frictions.

This problem persists for the above approaches on determining significant deviations from

rational expectations. For example, the β coefficient in equation 14 without the assumption

that expected and actual variances are equal is

β̂ =

γ
1−γσ

2
εt,t−h−1

− σ2
νt,t−h

σ2
νt,t−h

+ σ2
εt,t−h−1

(18)

and in general does not identify λ separately. A derivation of this result is presented in the

appendix. Instead of the deviation from rational expectations, this expression is linked to the

overall weights and estimating this expression in small samples might capture the cycles in
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the overall weights instead. Due to this, it is not possible to definitively determine whether

the differences between γ and γopt found at the beginning of the GDP sample are due to

information frictions.

6 Conclusion

This paper shows that agents put a positive weight on their past predictions for a fixed event

even under rational expectations. This implies that information frictions are not necessary

for transitory or permanent economic shocks to have persistent effects. Similarly, this also

implies that the frictions are not necessary for monetary policy to have lasting effects as

there can be persistence even without frictions. A new approach to estimate the combined

weight with and without information frictions is presented. For GDP and inflation based on

the GDP deflator, it is estimated that the overall weight is at least 0.55, while it is lower

with 0.33-0.55 for CPI inflation on average based on the SPF and Greenbook predictions. It

is further shown that a substantial part of this weight on the past prediction is present even

without information frictions. Indeed, in most cases, while information frictions were found to

increase the weight agents put on their past predictions, it is not the main determinant of that

weight. Instead, the majority of the weight on the past prediction is due to optimal forecasting

behavior under rational expectations. This has important implications for DSGE models,

as the persistence of transitory shocks in new Keynesian models can mainly be attributed

to rational expectations instead of frictions, and there is also persistence in classical real

business cycle models without frictions.

The new estimation approach is also able to identify the ex post uncertainty of new

information, a measure of the uncertainty of the information flow. Unlike the prediction

uncertainty of a specific event in the future, this measure captures the reduction of the

uncertainty over a given period. Further research might be able to determine how his measure

and its properties compare to the many other uncertainty measures in the literature.
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Döpke, J., Dovern, J., Fritsche, U., and Slacalek, J. (2008). Sticky information phillips curves:

European evidence. Journal of Money, Credit and Banking, 40(7):1513–1520.
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A Derivations

Assume the standard Nordhaus/CG setup. That is

Ft,t−h = γFt,t−h−1 + (1− γ)(At + νt,t−h), (19)

where γ is the weight put on old information. It is assumed, that νt,t−h and the forecast error

of the old prediction (εt,t−h−1) are independent from each other and that forecasters set γ as

specified in equation 8. This allows the regression specification

At − Ft,t−h = α + β(Ft,t−h − Ft,t−h−1) + εt, (20)

where under weak efficiency α = 0 and β = 0. The estimator for the coefficient of interest

then becomes

β̂ =
cov[At − Ft,t−h, Ft,t−h − Ft,t−h−1]

var[Ft,t−h − Ft,t−h−1]
(21)

=
cov[−γεt,t−h−1 − (1− γ)νt,t−h, (γ − 1)εt,t−h−1 + (1− γ)νt,t−h]

var[(γ − 1)εt,t−h−1 + (1− γ)νt,t−h]
(22)

=
cov[−γεt,t−h−1 − (1− γ)νt,t−h, (1− γ)(νt,t−h − εt,t−h−1)]

(1− γ)2var[(νt,t−h − εt,t−h−1)]
(23)

=
γ(1− γ)σ2

εt,t−h−1
− (1− γ)2σ2

νt,t−h

(1− γ)2(σ2
νt,t−h

+ σ2
εt,t−h−1

)
(24)

=

γ
1−γσ

2
εt,t−h−1

− σ2
νt,t−h

σ2
νt,t−h

+ σ2
εt,t−h−1

(25)

=∗ λ

1− λ
(26)

where σ2
εt,t−h−1

is the variance of εt,t−h−1 and σ2
νt,t−h

is the variance of νt,t−h.
17 =∗ only

holds if the expected uncertainty is equal to the ex post uncertainty (Eσ2
νt,t−h

= σ2
νt,t−h

and

Eσ2
εt,t−h−1

= σ2
εt,t−h−1

) which might only hold as the number of observations goes to infinity.

Alternatively, one can estimate

Ft,t−h − Ft,t−h−1 = α + β(Ft,t−h−1 − Ft,t−h−2) + εt (27)

17Due to the independence assumption between εt,t−h−1 and νt,t−h, all the covariance terms disappear.
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Again, the null assumes that α = 0 and β = 0. In that case, the coefficient is more compli-

cated, as it does not simplify to the ratio of the excess weights when the expected ex ante

uncertainty is assumed equal to the ex post uncertainty. In addition, it depends on past

excess weights λt−1 as well and the subscripts are hence not omitted:

β̂t =
cov[Ft,t−h − Ft,t−h−1, Ft,t−h−1 − Ft,t−h−2]

var[Ft,t−h−1 − Ft,t−h−2]
(28)

=
cov[(γt − 1)εt,t−h−1 + (1− γt)νt,t−h, (γt−1 − 1)εt,t−h−2 + (1− γt−1)νt,t−h−1]

var[(γt−1 − 1)εt,t−h−2 + (1− γt−1)νt,t−h−1]
(29)

=
cov[(γt − 1)(γt−1εt,t−h−2 + (1− γt−1)νt,t−h−1), (1− γt−1)(νt,t−h−1 − εt,t−h−2)]

(1− γt−1)2var[(νt,t−h−1 − εt,t−h−2)]
(30)

=
γt−1(1− γt)(1− γt−1)σ

2
εt,t−h−2

− (1− γt)(1− γt−1)
2σ2

νt,t−h−1

(1− γt−1)2(σ2
νt,t−h−1

+ σ2
εt,t−h−2

)
(31)

= (1− γt)
γt−1

1−γt−1
σ2
εt,t−h−2

− σ2
νt,t−h−1

σ2
νt,t−h−1

+ σ2
εt,t−h−2

(32)

=∗ (1− γt)
λt−1

1− λt−1

=
(1− λt)σ2

εt,t−h−1

σ2
νt,t−h

+ σ2
εt,t−h−1

λt−1

1− λt−1

(33)

Again, =∗ assumes that the expected uncertainty is equal to the ex post uncertainty. If λ = 0,

both equation 25 or 32 will render the numerator equal to 0 and the estimate should be equal

to 0 as well. If γ is larger than the optimal weight, the coefficient will become positive. This

implies that agents put more than efficient weight on old information and under adjust to

new information. If γ is smaller than the optimal weight, the coefficient will become negative.

This implies that agents put less-than-efficient weight on old information and over-adjust to

new information. Both tests will have the same sign, but the interpretation of the coefficient

is different. Also, neither version allows allows the estimation of time varying coefficients

without further assumptions (e.g. ex ante and ex post uncertainty is the same).

If it is assumed that forecasters put an additional weight of λ on the old prediction and

1-λ on the rational prediction and plugging in the optimal weights, equation 5 can be restated
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as

η̂t,t−h = (1− λ)

[
Eσ2

εt,t−h−1

Eσ2
εt,t−h−1

+ Eσ2
νt,t−h

(ηt + νt,t−h)

+
Eσ2

νt,t−h

Eσ2
εt,t−h−1

+ Eσ2
νt,t−h

η̂t,t−h−1

]
+ λη̂t,t−h−1

(34)

η̂t,t−h =
(1− λ)Eσ2

εt,t−h−1

Eσ2
εt,t−h−1

+ Eσ2
νt,t−h

(ηt + νt,t−h)

+
Eσ2

νt,t−h
+ λEσ2

εt,t−h−1

Eσ2
εt,t−h−1

+ Eσ2
νt,t−h

η̂t,t−h−1

(35)

Hence the weight on the old prediction becomes

γ =
Eσ2

νt,t−h
+ λEσ2

εt,t−h−1

Eσ2
εt,t−h−1

+ Eσ2
νt,t−h

(36)

B Coefficients for Different Types of Agents

It was already shown above that the Greenbook forecasts and the SPF have a similar weight

on their past predictions for output growth and inflation based on the deflator and different

weights for the CPI inflation. This appendix tests, whether this is also the case for the three

categories within the SPF. The three categories are financial services, non-financial services

and unknown. As the Tables 7, 8 and 9 show, there is some variation across the three forecast

categories financial industry, non-financial industry and unknown industry. With very few

exceptions (e.g. unknown industry for the four quarter ahead GDP forecasts), the weight is

similar to the overall coefficient.

C Coefficients for Different Horizons

From the model, the weight on old information depends on the noise in the new informa-

tion. The further out into the future predictions are made, the less informative is the new

information and the coefficient should get closer to unity.
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Table 10: GDP Regressions for Different Horizons

Dependent variable:

Error 1Q Error 2Q Error 3Q

(1) (2) (3) (4) (5) (6)

GB SPF GB SPF GB SPF

Error 2Q 0.893∗∗∗ 0.666∗∗∗

(0.025) (0.035)

Error 3Q 0.915∗∗∗ 0.677∗∗∗

(0.019) (0.059)

Error 4Q 1.028∗∗∗ 1.062∗∗∗

(0.023) (0.046)

Constant 0.086 −0.365∗∗∗ −0.095 0.617∗∗ 0.003 −0.207∗

(0.076) (0.106) (0.101) (0.279) (0.027) (0.109)

Observations 174 200 165 199 154 194

R2 0.877 0.627 0.899 0.460 0.970 0.859

Adjusted R2 0.876 0.626 0.898 0.457 0.970 0.858

This table reports the coefficient and Newey-West standard errors. *, ** and

*** imply significantly different from 0 at 10%, 5% and 1% level, respectively.
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Indeed, both Tables 10 and 11 show that as the horizon increase, the coefficient increases

as well, meaning that the weight on old information increases as well. Indeed, for longer

horizons, the coefficient is not significantly different from unity anymore and hence the case

of no signal cannot be rejected anymore.

D Uncertainty of New Information

As mentioned in the section on the ex post optimal γ (4.1), the estimation approach allows

to extract the variance of the new information σ2
νt,t−h

. In order to obtain a time series of this

variance, the same 20 quarter rolling window regressions as in the section on the variation over

time (5) is utilized. Figure 7 shows the uncertainty of new information against the uncertainty

of the old prediction on a logarithmic scale for the one quarter ahead GDP predictions in the

Greenbook. In addition, the graph has the weight on the previous prediction on the right

scale for comparison.

Figure 7: Uncertainty vs. Weight for One Quarter GDP Predictions (GB)
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The graph shows that the uncertainty of new information fluctuates differently from the

uncertainty of the past prediction. Specifically, the two appear to move somewhat in opposite

directions (which can also be seen when comparing them to the weight places on the past

prediction). In addition, the variance of new information show an exceptionally uncertain

period in the late 70s and early 80s.
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